When we have many similar models to fit, automating at least some portions of the task can be a real time saver. In the [last post](https://aosmith.rbind.io/2019/06/24/function-for-model-fitting/) I demonstrated how to make a function for model fitting. Once you have made such a function it’s possible to loop through variable names and fit a model for each one.

In this post I am specifically focusing on having many response variables with the same explanatory variables, using purrr::map() and friends for the looping.
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**R packages**

I’ll be using **purrr** for looping and will make residual plots with **ggplot2** and **patchwork**. I’ll use **broom** to extract tidy results from models.

library(purrr) # v. 0.3.2

library(ggplot2) # v. 3.2.0

library(patchwork) # v. 0.0.1, github only

library(broom) # v. 0.5.2

**The dataset**

I made a dataset with three response variables, resp, slp, and grad, along with a 2-level explanatory variable group.

dat = structure(list(group = structure(c(1L, 1L, 1L, 1L, 1L, 1L, 1L,

1L, 1L, 1L, 1L, 1L, 1L, 1L, 1L, 2L, 2L, 2L, 2L, 2L, 2L, 2L, 2L,

2L, 2L, 2L, 2L, 2L, 2L, 2L), .Label = c("a", "b"), class = "factor"),

resp = c(10.48, 9.87, 11.1, 8.56, 11.15, 9.53, 8.99, 10.06,

11.02, 10.57, 11.85, 10.11, 9.25, 11.66, 10.72, 8.34, 10.58,

10.47, 9.46, 11.13, 8.35, 9.69, 9.82, 11.47, 9.13, 11.53,

11.05, 11.03, 10.84, 10.22), slp = c(38.27, 46.33, 44.29,

35.57, 34.78, 47.81, 50.45, 46.31, 47.82, 42.07, 31.75, 65.65,

47.42, 41.51, 38.69, 47.84, 46.22, 50.66, 50.69, 44.09, 47.3,

52.53, 53.63, 53.38, 27.34, 51.83, 56.63, 32.99, 77.5, 38.24

), grad = c(0.3, 0.66, 0.57, 0.23, 0.31, 0.48, 0.5, 0.49,

2.41, 0.6, 0.27, 0.89, 2.43, 1.02, 2.17, 1.38, 0.17, 0.47,

1.1, 3.28, 6.14, 3.8, 4.35, 0.85, 1.13, 1.11, 2.93, 1.13,

4.52, 0.13)), class = "data.frame", row.names = c(NA, -30L) )

head(dat)

# group resp slp grad

# 1 a 10.48 38.27 0.30

# 2 a 9.87 46.33 0.66

# 3 a 11.10 44.29 0.57

# 4 a 8.56 35.57 0.23

# 5 a 11.15 34.78 0.31

# 6 a 9.53 47.81 0.48

**A function for model fitting**

The analysis in the example I’m using today amounts to a two-sample t-test. I will fit this as a linear model with lm().

Since the response variable needs to vary among models but the dataset and explanatory variable do not, my function will have a single argument for setting the response variable. Building the model formula in my function ttest\_fun() relies on paste() and as.formula().

ttest\_fun = function(response) {

form = paste(response, "~ group")

lm(as.formula(form), data = dat)

}

This function takes the response variable as a string and returns a model object.

ttest\_fun(response = "resp")

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 10.3280 -0.1207

**Looping through the response variables**

I’ll make a vector of the response variable names as strings so I can loop through them and fit a model for each one. I pull my response variable names out of the dataset with names(). This step may take more work for you if you have many response variables that aren’t neatly listed all in a row like mine are. ![😜](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAb1BMVEVHcEz/zEv/y0v/ykr/zEz/y0v/ykz/y0v/z0f/y0z1mVr/y0zoWW709/llRxspLzPeL0blT2T19O6yiTRwTx7ZqkDntkSEWic+REf+0mWSbSnucWf36cP279n64aP73I2Pk5b+zlf1lFzLnzu2Uk7HGfx0AAAAC3RSTlMAj99gSoDHoyDv35CkAGkAAALZSURBVFiFrZjZloIwDIZlEXBQVIpUcZd5/2ecAl1ougXP/HeU8p0kLWma1cqtIomyuOSKsygpPJOdSnPJUIrzdBmliDYmZdImwtuV5i7KJKRZRQAzohBWrZ1OaQ6uQ+ZkGMygzGtUijKHG+WJ1BqPGeR0DxFlXfk/cRykLzhW0sL4CBlxSr/jlCVYuwKz7u/nrd4x1bfnWw5u9P2E2YePkTKpfsjhbGGALvedpvtFvFkvcuxS74BqQZo5F155kzMjyT2AWLG7yWHeibcp2qCHjbPbiYhzk4og521xbHRO7IIpSlEQ9JSfvs77/fklH598QjSCwkt2ExYwzKCzAN34hA0y1MKz155L2FSLGakt1H1XMXW9GhEGnAVImiRmDOEG52BLKy7aQtBeCoJiY83appJqWjSIrVvi5ChS2LUyAYtPK00UG2y2AbQEQiogMg7fgEnG8g/JRIv14Bgl/YmpJ4N1zTgc3JBDtDXPmoa06qklzQQK/iJMOqgtS+tz4Kc1QU7508gCkDexLQH5Uu0ykCf5LwQ5j6PlIPsBKUGWIvgbxagzFqEM/LTkhP3yRLTHCKSR4ffq2M/mRfSkG35KbTABiU2loq4jhJzm6tlA16nMoH1YgFTbVWh18+9imPxVQtr+MlGqMmZDKRvZglTFlcPjqFUgqePhcFRPcoKWKVLjgOywIM2zjXlkt1iQZlBkKSIIDqTvosJW1lAMiGqfiEoLnP5NGNToOVmWyLpJ0yHpAwGOKv9BMTqSPCDAmVfasDymPhAFZ412i4DJhLhBBEzVCnaz0m5dIHj0gSuEWbe5QHCecSGFYUKCLNfR/BsQ4gqJAmEutRiQg6PH6apAx4PiXP3xkWundsFna9VHTvA1ELSWhh0kX/tbGqtZk8VqkjAo2GRZzdo+V5MjIoRp+6xUI8ogcc6C/hhvjV0tnCWtMW5WDOL0+aJZx+1KouznM5p1/fwE2od/caXH1icekLkAAAAASUVORK5CYII=)

vars = names(dat)[2:4]

vars

# [1] "resp" "slp" "grad"

I want to keep track of which variable goes with which model. This can be accomplished by naming the vector I’m going to loop through. I name the vector of strings with itself using purrr::set\_names().

vars = set\_names(vars)

vars

# resp slp grad

# "resp" "slp" "grad"

Now I’m ready to loop through the variables and fit a model for each one with purrr::map(). Since my function takes a single argument, the response variable, I can list the function by name within map() without using a formula (~) or an anonymous function.

models = vars %>%

map(ttest\_fun)

The output is a list containing three models, one for each response variable. Notice that the output list is a *named* list, where the names of each list element is the response variable used in that model. This is the reason I took the time to name the response variable vector.

models

# $resp

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 10.3280 -0.1207

#

#

# $slp

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 43.91 4.81

#

#

# $grad

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 0.8887 1.2773

Note I could have done the set\_names() step within the pipe chain rather than as a separate step.

vars %>%

set\_names() %>%

map(ttest\_fun)

**Create residual plots for each model**

I’m working with a simple model fitting function, where the output only contains the fitted model. To extract other output I can loop through the list of models in a separate step. An alternative is to create all the output within the modeling function and then pull whatever you want out of the list of results.

In this case, my next step is to loop through the models and make residual plots. I want to look at a residuals vs fitted values plot as well as a plot to look at residual normality (like a boxplot, a histogram, or a quantile-quantile normal plot). In more complicated models I might also make plots of residuals vs explanatory variables.

I’ll make a function to build the two residuals plots. My function takes a model and the model name as arguments. I extract residuals and fitted values via broom::augment() and make the two plots with **ggplot2** functions. I combine the plots via **patchwork**. I add a title to the combined plot with the name of the response variable from each model to help me keep track of things.

resid\_plots = function(model, modelname) {

output = augment(model)

res.v.fit = ggplot(output, aes(x = .fitted, y = .resid) ) +

geom\_point() +

theme\_bw(base\_size = 16)

res.box = ggplot(output, aes(x = "", y = .resid) ) +

geom\_boxplot() +

theme\_bw(base\_size = 16) +

labs(x = NULL)

res.v.fit + res.box +

plot\_annotation(title = paste("Residuals plots for", modelname) )

}

The output of this function is a combined plot of the residuals. Here is an example for one model (printed at 8″ wide by 4″ tall).

resid\_plots(model = models[[1]], modelname = names(models)[1])
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I can use purrr::imap() to loop through all models and the model names simultaneously to make the plots with the title for each variable.

residplots = imap(models, resid\_plots)

**Examining the plots**

In a situation where I have many response variables, I like to save my plots out into a PDF so I can easily page through them outside of R. You can see some approaches for saving plots [in a previous post](https://aosmith.rbind.io/2018/08/20/automating-exploratory-plots/#saving-the-plots).

Since I have only a few plots I can print them in R. The last plot, shown below, looks potentially problematic. I see the variance increasing with the mean and right skew in the residuals.

residplots[[3]]

![](data:image/png;base64,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)

**Re-fitting a model**

If you find a problematic model fit you’ll need to spend some time working with that variable to find a more appropriate model.

Once you have a model you’re happy with, you can manually add the new model to the list (if needed). In my example, let’s say the grad model needed a log transformation.

gradmod = ttest\_fun("log(grad)")

If I’m happy with the fit of the new model I add it to the list with the other models to automate extracting results.

models$log\_grad = gradmod

I remove the original model by setting it to NULL. I don’t want any results from that model and if I leave it in I know I’ll ultimately get confused about which model is the final model. ![😕](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAPFBMVEVHcEz/zEz/zEz/zU3/zEz/y0v/zUz/zEz/z0f/zE3/zE1mRQC0iSfOoTT0w0eRaxVwTQV5VgqDXg7drjwvQXFYAAAACnRSTlMAj89gSoC36SCfLvtgawAAAdBJREFUWIW1mOG6gyAIhrNMTSvbuv97PZnVMtHIOO/PZN+DwBSsqjSqYULqDSlYozLGSXh3aPyQHX+mohigsmkxvF9cpFQ8AueW6vIyjg7hVZvcVLDB9s6dGiPjqLNOcZQ7m1OZSLV4GUdye4goh3REOgmlAh1Q6WF8dqI48TIdrS+5Uw/yHiLDekLXYUxNECBPS7Exx2lzRZn/cdRAccZ29szdnGP3iC1Cb3W09lFi74XYKvQqZR5JEmoHf597TwfvbPgY8xmgH6RWJJizwawA9ukVVTXRt3Hy5tOIX9ENkPzebPT4laUA4rL+7uZf/MpS3HGszQF+ZYl29Olkfg1FekXrrNADj/5VqCjYkFBR+iGhooKEhIr+IqBQwZ92ESI41hzy/cnvERQntoMBx0gRDcVl5FAkl4i/RsgOf8R1NM5D75mBmnbw+wtyHOzHnLAzYCRvr+zZmisTYMZumoizzGR3AEOVb2v8qfG1/Qxt54TINlqjc8cOiegGHC0yWAHWTD1G5dz+Q81ob5AyQacdt8cjmGaQYIqgatjpRgiyoYZuzKIb/OhGUbrhmG5cp3tAoHvSqMgeWSq6Z5+K7CFq9Yrmacy7RfJYt/n15PnwD7cao9LpIHCNAAAAAElFTkSuQmCC)

models$grad = NULL

Now the output list has three models, with the new log\_grad model and the old grad model removed.

models

# $resp

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 10.3280 -0.1207

#

#

# $slp

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 43.91 4.81

#

#

# $log\_grad

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# -0.4225 0.7177

I could have removed models from the list via subsetting by name. Here’s an example, showing what the list looks like if I remove the slp model.

models[!names(models) %in% "slp"]

# $resp

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# 10.3280 -0.1207

#

#

# $log\_grad

#

# Call:

# lm(formula = as.formula(form), data = dat)

#

# Coefficients:

# (Intercept) groupb

# -0.4225 0.7177

**Getting model results**

Once you are happy with model fit of all models it’s time to extract any output of interest. For a t-test we would commonly want the estimated difference between the two groups, which is in the summary() output. I’ll pull this information from the model as a data.frame with broom::tidy(). This returns the estimated coefficients, statistical tests, and (optionally) confidence intervals for coefficients

I switch to map\_dfr() for looping to get the output combined into a single data.frame. I use the .id argument to add the response variable name to the output dataset.

Since some of the response variables are log transformed, it would make sense to back-transform coefficients in this step. I don’t show this here, but would likely approach this using an if() statement based on log transformed variables containing "log" in their names.

res\_anova = map\_dfr(models, tidy, conf.int = TRUE, .id = "variable")

res\_anova

# # A tibble: 6 x 8

# variable term estimate std.error statistic p.value conf.low conf.high

#

# 1 resp (Inter~ 10.3 0.260 39.7 3.60e-26 9.80 10.9

# 2 resp groupb -0.121 0.368 -0.328 7.45e- 1 -0.874 0.632

# 3 slp (Inter~ 43.9 2.56 17.2 2.18e-16 38.7 49.2

# 4 slp groupb 4.81 3.62 1.33 1.95e- 1 -2.61 12.2

# 5 log\_grad (Inter~ -0.423 0.255 -1.66 1.09e- 1 -0.945 0.0997

# 6 log\_grad groupb 0.718 0.361 1.99 5.64e- 2 -0.0208 1.46

The primary interest in this output would be in the groupb row for each variable. Since the output is a data frame (thanks broom::tidy()!) you can use standard data manipulation tools to pull out only rows and columns of interest.

Other output, like, e.g., estimated marginal means for more complicated models, can be extracted and saved in a similar way.

**Alternative approach to fitting many models**

When I am working with many response variables with widely varying ranges, it feels most natural to me to keep the different variables in different columns and loop through them as I have shown above. However, a reasonable alternative is to *reshape* your dataset so all the values of all variables are in a single column. A second, categorical column will contain the variable names so we know which variable each row is associated with. Such reshaping is an example of making a *wide* dataset into a *long* dataset.

Once your data are in a long format, you can use a list-columns approach for the analysis. You can see an example of this in [Chapter 25: Many models](https://r4ds.had.co.nz/many-models.html#introduction-17) of Grolemund and Wickham’s [R for Data Science book](https://r4ds.had.co.nz/).

**Just the code, please**

Here’s the code without all the discussion. Copy and paste the code below or you can download an R script of uncommented code [from here](https://aosmith.rbind.io/script/2019-07-22-automate-model-fitting-with-loops.R).

library(purrr) # v. 0.3.2

library(ggplot2) # v. 3.2.0

library(patchwork) # v. 0.0.1, github only

library(broom) # v. 0.5.2

dat = structure(list(group = structure(c(1L, 1L, 1L, 1L, 1L, 1L, 1L,

1L, 1L, 1L, 1L, 1L, 1L, 1L, 1L, 2L, 2L, 2L, 2L, 2L, 2L, 2L, 2L,

2L, 2L, 2L, 2L, 2L, 2L, 2L), .Label = c("a", "b"), class = "factor"),

resp = c(10.48, 9.87, 11.1, 8.56, 11.15, 9.53, 8.99, 10.06,

11.02, 10.57, 11.85, 10.11, 9.25, 11.66, 10.72, 8.34, 10.58,

10.47, 9.46, 11.13, 8.35, 9.69, 9.82, 11.47, 9.13, 11.53,

11.05, 11.03, 10.84, 10.22), slp = c(38.27, 46.33, 44.29,

35.57, 34.78, 47.81, 50.45, 46.31, 47.82, 42.07, 31.75, 65.65,

47.42, 41.51, 38.69, 47.84, 46.22, 50.66, 50.69, 44.09, 47.3,

52.53, 53.63, 53.38, 27.34, 51.83, 56.63, 32.99, 77.5, 38.24

), grad = c(0.3, 0.66, 0.57, 0.23, 0.31, 0.48, 0.5, 0.49,

2.41, 0.6, 0.27, 0.89, 2.43, 1.02, 2.17, 1.38, 0.17, 0.47,

1.1, 3.28, 6.14, 3.8, 4.35, 0.85, 1.13, 1.11, 2.93, 1.13,

4.52, 0.13)), class = "data.frame", row.names = c(NA, -30L) )

head(dat)

ttest\_fun = function(response) {

form = paste(response, "~ group")

lm(as.formula(form), data = dat)

}

ttest\_fun(response = "resp")

vars = names(dat)[2:4]

vars

vars = set\_names(vars)

vars

models = vars %>%

map(ttest\_fun)

models

vars %>%

set\_names() %>%

map(ttest\_fun)

resid\_plots = function(model, modelname) {

output = augment(model)

res.v.fit = ggplot(output, aes(x = .fitted, y = .resid) ) +

geom\_point() +

theme\_bw(base\_size = 16)

res.box = ggplot(output, aes(x = "", y = .resid) ) +

geom\_boxplot() +

theme\_bw(base\_size = 16) +

labs(x = NULL)

res.v.fit + res.box +

plot\_annotation(title = paste("Residuals plots for", modelname) )

}

resid\_plots(model = models[[1]], modelname = names(models)[1])

residplots = imap(models, resid\_plots)

residplots[[3]]

gradmod = ttest\_fun("log(grad)")

models$log\_grad = gradmod

models$grad = NULL

models

models[!names(models) %in% "slp"]

res\_anova = map\_dfr(models, tidy, conf.int = TRUE, .id = "variable")

res\_anova